
cherry
A Reinforcement Learning Library for Researchers

Summary
Cherry is a PyTorch library to help you write RL 
algorithms. Unlike many other RL libraries it 
only provides low-level utilities, no 
implementation provided! Instead, we strive to 
make it easy to implement any algorithm, 
whether from a textbook, paper, or your own 
mind. We provide many high-quality examples, 
and extensive documentation

Debugging
Debugging RL  is hard, that’s why cherry comes 
with a set of debugging utilities.

• Debug mode: logging + pdb on 
Exceptions. 
• Visdom dashboard with pre-defined monitoring.
• Defensive programming for algorithms utilities.
• Large set of high-quality examples.
• Unit and integration tests.

Compatibility
Cherry does not make assumptions on your 
software / hardware / algorithmic stack.

• Any environment. (Gym, dm_env, Lab, ALE)
• Any hardware. (CPU/GPU, parallel/distributed)
• Any algorithms. (tabular, deep, on-/off-policy)

If some setting is not supported, get in touch!

learnables/cherry cherry-rl.net

pip install cherry-rl


